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2 Integration and Evaluation

l Time-scheduling mode
• Program-based, fully customized 

data flow => Highest flexibility
• Instruction integrates operation, 

data source/destination, 
transmission timestamp

• Supports (nested) loops to ease 
programming and trim code size

l Data-driven mode
• Highest energy efficiency

3 Architecture 

We present BG-CTRL, a multi-mode, compact, flexible, and 
energy-efficient (0.24 pJ/B/hop) routing controller for 
heterogeneous NPU cluster: 

• Without data-packeting or conversion circuits, it shows low 
area overhead of 204 kGE (can be min. 145 kGE)

• With programmability, it supports arbitrary deterministic 
routing algorithms, and adapts to various AI applications

• With distributed property, it can work on arbitrary topologies
and supports data multicasting.

4 Conclusion

l NVM-based AIMC heteroge-
neous NPU cluster is a 
promising solution for edge 
AI applications:

• AIMC: Performs MVMs 
directly inside memory, where 
data resides;

• Other digital units: Accuracy 
critical operations, operations  
not supported by AIMC

1 Motivation

We propose Borderguard Controller (BG-CTRL): A multi-mode, 
distributed, light-weight and flexible routing controller for inter-
tile data transmission in heterogeneous NPU cluster.

l We need an efficient infrastructure for inter-tile communication:

• High generality: Can be applied to arbitrary topologies and a 
wide range of AI applications

• High routing flexibility: Be free to switch data paths at different 
time stages during a single application

• High energy efficiency & low area overhead

• Configuration register-based, fixed data path during runtime

• Data is transmitted as long as source-sink handshaking passes

l Time sliced data-driven mode
• Mixed advantages of routing flexibility and energy efficiency
• Extended data-driven mode to support multiple sets of data path 

configuration, each time-multiplexed in a defined period

• Context switching enables application switching without system 
reset  

l Double-bank code memory (BGMEM) hides program reloading 
latency

28.82 kGE

l Integration: We integrate BG-CTRLs into node wrapper and 
build a 3x3 mesh structure for evaluation.

l Implementation: We synthesize our design using STM FD-SOI 
28nm, worst-case (SS/0.9V/-40°C)

• BG-CTRL can run up to 640 MHz under path-through fashion 
(limited by long data transmission path)

• Aggregate throughput of 984 Gb/s
• Only 204 kGE area overhead (5% of node area), can be lower!
l Compared to the state-of-the-art, our design is 2.5x smaller than 

work [1], and 2.5x more energy efficient than work [2].
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