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1. Motivation 4 IOMMU Overhead Evaluation
Shared Virtual Addressing allows for zero-copy offloading and Accelerator runtime (using double-buffering) with
simplifies programming heterogeneous platforms. However, 10 IOMMU overhead at different DRAM latencies
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accelerations of me- | . s e Even on compute bound kernels (GeMM), 10 page walking can
mory-bound kernels. | ¢, 1476400 | 1 5 ” increase accelerator’s runtime by 17.6% under high DRAM
Creating page table | o | tow : latency. Memory bour;d kernels (GeMV) can face even much
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device MMUs to face this issue. We show that adding a shared
last-level cache suffices to reduce this overhead below 5%.
3. Platform Architecture
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* Programmable Many-Core Accelerator (PMCA) page table walking time is £ o
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on shared virtual addressing and page table walking overhead.
zaper * Our study shows that last-level caches are a key enabler to
-13 heterogeneous acceleration with SVA, reducing IOMMU
%‘fﬁ::% overhead below 5% of the accelerator’s runtime.
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Snitch Cluster DMA engines can rely on SW coherency and LLC bypass.
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