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BACKGROUND
& MOTIVATION

Reprogrammable heterogeneous SoCs with high compute power are attractive f
embedded applications, but all face a similar problem

NEW INSIGHTS

* Analyze memory interference
* State-of-the-Art Xilinx UltraScale+

it pioial

Performanee [flop!s]

" Up to 26x performance loss
* 19x with real-world benchmark

Oiperationsl ensity [fopH]

" Model to characterize accelerator interference on CPU
* Based on the roofline model[1]
* Measurement-based extension with interference and worst case
* Track ridge point

DESCRIPTION

" Xilinx ZCU102
* FPGA Traffic generators (TG)
* Enabled/disabled individually
* TG1 and TG2: Shared port
* Up to 8GB/s traffic to DRAM
" Cortex-A53 CPU
* 32KiB data and instruction L1
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® Synthetic benchmark: stride
* Find configuration of worst
performance

Cache misses every k-th memory
access

Algorithm 13 st ride with intensity contral.
Data: vectars 2% of length n, and a scalar ©

Intensity control to measure
rooflines under growing
interference
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SUMMARY AND
CONCLUSION

Up to 19x performance loss of real-world benchmarks

Novel degradation characterization methodology and results

1) Find worst interference configuration using st ride with minimal intensity
* 26x Performance degradation

2) Measure rooflines with increasing interference using stride
* Jitter growth from 1.2 to 10x

3) Track ridge point behaviour
* Increase from 0.1 to 5 flop/B

Determine counter-measures such as PREM[3],[4] or MemGuard[5]
Measurement based, as opposed to model-based[2]
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" Xilinx ZCU102
* FPGA Traffic generators (TG)
* Enabled/disabled individually
* TG1 and TG2: Shared port
* Up to 8GB/s traffic to DRAM
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Ll

J (L1 ]

2
L1 | [ L1

L2

\d

I

e

Cache Coherent Interconnect —\5 5

|—| FPD DMA |

[ DisplayPort ]—|
[ X

DDR RAM

J |

J |

ﬂ
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Description |

" X|I|nX ZCU 102 [s:;tj’xff;i ] [CPU‘\_/ ngﬁ)ng]ilable N\
] 1 2 3 ) :
FPGA Trafﬂc gene.rat.or.s (TG) \uzsiomimn i) [Eo(j 9 Esf]]
* Enabled/disabled individually , ' R
Cache Coherent Interconnect —\Ec‘% E E ;% /
* TG1 and TG2: Shared port :
_ | DisplayPort |} —{ FPDDMA |

* Up to 8GB/s traffic to DRAM DG yj’.c
" Cortex-A53 CPU [[ | (e | ﬂ

* 32KIB data and instruction L1 J

* 2MiB L2 cache
* Benchmarks with varying intensities
* Memory-bound synthetic benchmark
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Description |

= 4 AS53 Rk Programmable
" Xilinx ZCU102 — [(f;;‘j’*icpu] & (P
] 1 2 3 ) :
FPGA Trafﬂc gene.rat.or.s (TG) \uzsiomimn i) [Eo(j 9 Esf]]
* Enabled/disabled individually , ' VI R
Cache Coherent Interconnect —\Ec‘% E E ;% /
* TG1 and TG2: Shared port = JH
» Up to 8GBY/s traffic to DRAM = == [ '
" Cortex-A53 CPU [[ N ]T ¥ ﬂ
* 32KiB data and instruction L1 J

Injected BW

e 2MIB L2 cache

OMB/s

* Benchmarks with varying intensities e
) 5984 MB/s

* Memory-bound synthetic benchmark 8000 MB/s
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Description |

" Xilinx ZCU102 /,CPU [fpﬁfﬁii | [CPU‘\_/ g N

* FPGA Traffic generators (TG) insiesiliCle

* Enabled/disabled individually > T ~ [E L}LZJL?’J]

* TG1 and TG2: Shared port theCOheren”mer_me"t N E ),

+ Up to 8GBY/s traffic to DRAM [ Digigpor ]gc %’%CH pam |
" Cortex-A53 CPU [ | DDR RAM }

* 32KiB data and instruction L1 [ J [ ] [ ] [ ]

Injected BW | H]E

0MB/s 1.00
320MB/s 117

e 2MIB L2 cache

* Benchmarks with varying intensities 3200MB/s | 126
. 5984 MB/s 251
* Memory-bound synthetic benchmark S000MB/s | 4.37
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Description |

" Xilinx ZCU102 e

* FPGA Traﬁic gene.rat.or.s (TG) \ i i sulis J/ [Eo(j Gl Esf]]

* Enabled/disabled individually , | NS

* TG1 and TG2: Shared port CaCheCOheremlmer_meCt Rl LN L

» Up to 8GB/s traffic to DRAM e EIC y%& v
" Cortex-A53 CPU [[ X ]ITM y ]]

* 32KIB data and instruction L1
e 2MIB L2 cache

Injected BW | HJE  H[S

0MB/s 1.00 1.00
320MB/s 117 1.12

* Benchmarks with varying intensities 3200MB/s | 126 129
. 5984 MB/s 2.51 3.01
* Memory-bound synthetic benchmark S000MB/s | 4.37 651




Description |

- 4 AS3 Rk Programmable
" XIIInX ZCU 102 [(f:;t]ex-'cpu] [CPU‘ —/ Logic ° \
0 1 2 3
* FPGA Traffic generators (TG (L] (o] (2] | ||frS) frq) frq) fre
fic genafators (TG) ey @R
* Enabled/disabled individually , ' V| R
Cache Coherent Interconnect [ i’é;é E § ;%

* TG1 and TG2: Shared port = H\ r[/—l
* Up to 8GB/s traffic to DRAM - DC gzlc

" Cortex-A53 CPU [[ N ]T ¥ ﬂ
* 32KiB data and instruction L1 :

Injected BW | HI6 @gIl¢  gic gl pgriG

o . 01 12 013 012 0123
ZMIB L2 CaChe 0OMB/s 1.00 1.00 1.00 1.00 1.00

. . . ., - 320 / : 1.12 : . ;
» Benchmarks with varying intensities SiEL | 15, T8 i@ i3 i
. 5984 MB/s 2.51 3.01 2.09 2.03 1.62
* Memory-bound synthetic benchmark 8000MB/s | 437 651 1144 622  25.99




Description |

- 4 AS3 Rk Programmable
" XIIInX ZCU 102 [(f:;t]ex-'cpu] [CPU‘ —/ Logic ° \
0 1 2 3
* FPGA Traffic generators (TG (L] (o] (2] | ||frS) frq) frq) fre
fic genafators (TG) ey @R
* Enabled/disabled individually , ' V| R
Cache Coherent Interconnect [ i’é;é E § ;%

* TG1 and TG2: Shared port = H\ r[/—l
* Up to 8GB/s traffic to DRAM - DC gzlc

" Cortex-A53 CPU [[ DDR RAM ]]

* 32KiB data and instruction L1 J [ ] [ ] [
' Injected BW | HIG HIG HIG HIG [HIG
e 2MIB L2 cache

01 013 012 0123

0MB/s 1.00 1.00 1.00 1.00 1.00
320MB/s 1.17 1,12 1.11 1,12 1.12

* Benchmarks with varying intensities 0B | 15 188 4d9 191 i
. 5984 MB/s 2.51 3.01 2.09 2.03 f
* Memory-bound synthetic benchmark 8000MB/s | 437 651 1144 622




Description Il

" Synthetic benchmark: stride

* Find configuration of worst Algorithm 1: stride with intensity control.
performance Data: vectors X,Y of length n, and a scalar k
* Cache misses every k-th memory 1 stride s=16;
2 for i=0;i<n;i+=s do
access 3 for j=0; j<k; j++ do
_ 4 | Y[i]+=X[1i];
° Intensﬂy control to measure 5 end
6 end

rooflines under growing
Interference
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Analyzing Memory Interference of FPGA Accelerators on
Multicore Hosts in Heterogeneous Reconfigurable SoCs

Maxim Mattheeuws, Bjorn Forsberg, Andreas Kurth, Luca Benini

BACKGROUND
& MOTIVATION

Reprogrammable heterogeneous SoCs with high compute power are attractive for
embedded applications, but all face a similar problem

NEW INSIGHTS

* Analyze memory interference
* State-of-the-Art Xilinx UltraScale+

it pioial

Performanee [flop!s]

" Up to 26x performance loss
* 19x with real-world benchmark

Oiperationsl ensity [fopH]

" Model to characterize accelerator interference on CPU
* Based on the roofline model[1]
* Measurement-based extension with interference and worst case
* Track ridge point

DESCRIPTION

" Xilinx ZCU102
* FPGA Traffic generators (TG)
* Enabled/disabled individually
* TG1 and TG2: Shared port
* Up to 8GB/s traffic to DRAM
" Cortex-A53 CPU
* 32KiB data and instruction L1
* 2MiB L2 cache

Logic

[upionyPort FFD DMA
Compen | | LTS
Ed

(@ = @@

. ; 0 TG T Tii TG
It BW | Hiy' HGE Hos M Hoh

MB#s L0 L0 100 (E11) Lo

. R s IOMBA | L7 112 LU L2 L2

* Benchmarks with varying intensities Sa00MES | 186 128 138 120 rdi
e 5984 MB/s 25 am 208 i) ]

= Memory-bound synthetic benchmark MOBME | 437 651 1144 62

® Synthetic benchmark: stride
* Find configuration of worst
performance

Cache misses every k-th memory
access

Algorithm 13 st ride with intensity contral.
Data: vectars 2% of length n, and a scalar ©

Intensity control to measure
rooflines under growing
interference
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QUANTITATIVE
IMPACT

0.1 flop/'B 5 flop/B

=2

= Jitter:

* Maximal deviation from median

i

* 1.2x in non-interfered case

* 10x with maximal interference £
g
- a
Benchmark slowdown :
&
Injected BW | 2mm 3mm  axpy bleg conv2d  gemm
OMB/s 1.0 1.00 100 1.00 1.00 1 .06k e
J20MBis 100 1o 0498 1.00 1. L.
FJMOMBS | 099 Lon 102 100 0.9% .05
SOR4 MBS | 100 100 Lot TR . g o
BOOMBS | 100 100 130 100 1 L "W )
nbensity [Fop R

¥

SUMMARY AND
CONCLUSION

Up to 19x performance loss of real-world benchmarks

Novel degradation characterization methodology and results

1) Find worst interference configuration using st ride with minimal intensity
* 26x Performance degradation

2) Measure rooflines with increasing interference using stride
* Jitter growth from 1.2 to 10x
3) Track ridge point behaviour
* Increase from 0.1 to 5 flop/B
Determine counter-measures such as PREM[3],[4] or MemGuard[5]

Measurement based, as opposed to model-based[2]
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BACKGROUND DESCRIPTION 4 QUANTITATIVE
& MOTIVATION IMPACT

Lugic
Reprogrammable heterogeneous SoCs with high compute power are attractive for ot fons THER

" Xilinx ZCU102
* FPGA Traffic generators (TG)

cat m EIR |
embedded applications, but all face a similar problem + Eriabled/disabled indidually s " Jitter: £
B & r : : e ; )
« TG1 and TG2: Shared port ; Maximal deviation from median =
o gl Pt _FPH DA - 1 o
* Up to BGBY/s traffic to DRAM E@“ 1.2x in non-interfered case 2
] i imal interference &
L COrtex_ASB CPU [ DR RAM * 10x with maxima -
* 32KIB data and instruction L1 * Benchmark slowdown :
_ meced BW | HIF HF  HJG HIE HIG, £
* 2MiB L2 cache T oMBs | L0 100 0 LW Lo Injecicd BW | 2mm  3mm axpy bicg convid gemm
* Benchmarks with varying intensities Gﬁmg:: ‘ H: H; Hi :E e OMBA | L0010 100 10D Lo Loe e
\ 5984 MB/s 251 LT 200 20 2 J20MBis (Ei1 100 0498 1.00 1. 1.1
* Memory-bound synthetic benchmark SOMMEG | 437 651 1144 622 MM | G, 100, e e 0% 1o
SO00MBA | 100 100 130 100 L L "m;:‘l o] L) w
* Synthetic benchmark: stride N
* Find configuration of worst Algorithm 13 st v ide wilh intensity contral,
perfGl'manCE Data: vectors 5.7 of length n, and a scalar ©
* Cache misses every k-th memory o gk R

access

Intensity control to measure

rooflines under growing S U M MARY AN D
NEW INSIGHTS i CONCLUSION

. . L |
= Analyze memory interference it Up to 19x performance loss of real-world benchmarks
+ State-of-the-Art Xilinx UltraScale+ % " Refe rences * Novel degradation characterization methodology and results
% [1] 5. Williams et al., “Roofline; an Insightful Visual Performance Model for Multicore Architectures,” Commu. 1) Find worst interference configuration using st r ide with minimal intensity
= £ ACM:2008. * 26x Performance degradation
Up tO 26)( performance IOSS = |2] 5. Lee and C. Wu, "Performance Characterization, Prediction, and Optimization for Heterogeneous Systems 21 M fli ith i z 4 it 3 e
+ 19x with real-world benchmark with Multi-Level Memary Interference,” in IEEE Internat. Symp. on Workload Characterization, 2017, } Ec'jl.SUfB rooflines with increasing interierence using stride
Operational Enensity [SowB] [3] R. Pellizzoni ef al. “A Prediciable Execution Model for COTS-Based Embedded Sysiems,” IEEE Real- * Jitter growth from 1.2 to 10x
Time and Embedded T.ec.‘ﬂmoiog}f and Applications Symposiurr!_ 2011, . 3} Track ridge pOif‘lI behaviour
* Model to characterize accelerator interference on CPU I B. Fonehiein, L. Bei and A Matoogu. 'WePREVA Prediciable Execuon Modef Tor P bssd * Increase from 0.1 to 5 flop/B
Heterogeneous SoCs," IEEE Transactions on Computers, 2020,
* Based on the roofline model[1] [5] H. Yun et al., "MemGuard: Memory Bandwidth Reservation System for Efficient Performance Isolation in Muti- ® Determine counter-measures such as PREM][3],[4] or MemGuard|[5]
« Measurement-based extension with interference and worst case Core Platforms.” [EEE Real-Time and Embedded Technology and Applications Symposium, 2013,

* Measurement based, as opposed to model-based[2]
* Track ridge point
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Quantitative Impact

= Jitter:
* Maximal deviation from median

35



Quantitative Impact

= Jitter:
* Maximal deviation from median
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Performance [flop/s]
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Intensity [flop/B]
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Quantitative Impact

= Jitter:

* Maximal deviation from median "
% 107
-
5
106
— OMB/s
—— 8000MB/s
102 107! 10° 10! 102

Intensity [flop/B]
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Quantitative Impact

" Jitter:
 Maximal deviation from median
e 1.2X In non-interfered case
e 10x with maximal interference

108

Performance [flop/s]

106
—— O0MB/s
—— 8000MB/s

1072 101 10° 10! 10?2
Intensity [flop/B]
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Quantitative Impact

= Jitter:
* Maximal deviation from median

By conv2d

| e,
108 dice émm

* 1.2X In non-interfered case
* 10x with maximal interference

" Benchmark slowdown

Performance [flop/s]
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Intensity [flop/B]
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Quantitative Impact

= Jitter:

* Maximal deviation from median
* 1.2X In non-interfered case
* 10x with maximal interference

" Benchmark slowdown

108

Performance [flop/s]

106

1072

10~

1

conv2d

®ic

10°
Intensity [flop/B]

10!

e,
@mm

—— OMB/s

—— 3200MB/s
—— 5984MB/s
—— B000MB/s

10?2
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Quantitative Impact

= Jitter:

conv2d
. " . . " emglmm
* Maximal deviation from median - g
* 1.2x In non-interfered case -
* 10x with maximal interference 2
§ 107 &
" Benchmark slowdown :
&
— 0MB/s
106 —— 3200MB/s
—— 5984MB/s
—— 8000MB/s
1072 101 10° 10! 10?2

Intensity [flop/B]
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Quantitative Impact

" Jitter:
. - - . emglmm
* Maximal deviation from median - g
* 1.2x In non-interfered case -
* 10x with maximal interference g
§107
" Benchmark slowdown :
2
Injected BW | 2mm 3mm axpy bicg conv2d gemm —— OMB/s
0MB/s 1.00 1.00 1.00 1.00 1.00 1.00 10° — 3200MB/s
320 MB/s 1.00 1.00 0.98 1.00 1.00 1.01 — 5984MB/s
3200 MB/s 0.99 1.00 1.02 1.00 0.98 1.05 — 8000MB/s
5984 MB/s 1.00 1.00 1.27 1.01 0.99 1.04 s > ; : "
8000MB/s | 1.00 1.00  19.00 1.30 7.91 1.00 10 e 10 0 10

Intensity [flop/B]
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Quantitative Impact

" Jitter:
. - - . emglmm
* Maximal deviation from median - g
* 1.2x In non-interfered case -
* 10x with maximal interference g
§107
" Benchmark slowdown :
2
Injected BW | 2mm 3mm axpy bicg conv2d gemm —— OMB/s
0MB/s 1.00 1.00 1.00 1.00 1.00 1.00 10° — 3200MB/s
320 MB/s 1.00 1.00 0.98 1.00 1.00 1.01 — 5984MB/s
3200 MB/s 0.99 1.00 1.02 1.00 0.98 1.05 — 8000MB/s
5984 MB/s 1.00 1.00 127 1.01 0.99 1.04 s > ; : ”
8000MB/s | 1.00 1.00 |[19.00 1.30 7.91 1.00 10 e 10 0 10

Intensity [flop/B]
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Quantitative Impact

" Jitter:
. - - . emglmm
* Maximal deviation from median - g
* 1.2x In non-interfered case -
* 10x with maximal interference g
§107
" Benchmark slowdown :
2
Injected BW | 2mm 3mm axpy bicg conv2d gemm —— OMB/s
0MB/s 1.00 1.00 1.00 1.00 1.00 1.00 10° — 3200MB/s
320 MB/s 1.00 1.00 0.98 1.00 1.00 1.01 — 5984MB/s
3200 MB/s 0.99 1.00 1.02 1.00 0.98 1.05 — 8000MB/s
5984MB/s | 1.00 1.00 127 1.01 000 1.04 B » ) 1 i
8000MB/s | 1.00 1.00 |[19.00 1.30 7.91 1.00 10 e 10 0 10

Intensity [flop/B]
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Quantitative Impact

0.1 flop/B
" Jitter:
. - - . emglmm
* Maximal deviation from median - g
* 1.2x In non-interfered case -
* 10x with maximal interference g
§107
" Benchmark slowdown :
2
Injected BW | 2mm 3mm axpy bicg conv2d gemm —— OMB/s
0MB/s 1.00 1.00 1.00 1.00 1.00 1.00 10° — 3200MB/s
320 MB/s 1.00 1.00 0.98 1.00 1.00 1.01 — 5984MB/s
3200 MB/s 0.99 1.00 1.02 1.00 0.98 1.05 — 8000MB/s
5984MB/s | 1.00 1.00 127 1.01 099 1.04 B » ) 1 i
8000MB/s | 1.00 1.00 [19.00 1.30 7.91 1.00 10 e 10 0 10

Intensity [flop/B]
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Quantitative Impact

0.1 flop/B 5 flop/B

= Jitter:
* Maximal deviation from median

108

* 1.2x In non-interfered case

* 10x with maximal interference

" Benchmark slowdown

Performance [flop/s]

Injected BW | 2mm 3mm axpy bicg conv2d gemm —— OMB/s
OMB/s | 1.00 1.00 1.00 1.00 1.00 1.00  10° — 3200MB/s
320MB/s | 1.00 1.00 0.98 1.00 1.00 1.01 — 5984MB/s
3200MB/s | 099  1.00 1.02 1.00 0.98 1.05 — B8000MB/s
5984MB/s | 1.00 1.00 127 1.01 ~0.00 1.04 5 r ; " ”
8000MB/s | 1.00 1.00 [19.00)  1.30 791)  1.00 W W 1 W 0

Intensity [flop/B]
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Quantitative Impact

0.1 flop/B 5 flop/B

= Jitter:
* Maximal deviation from median

108

* 1.2x In non-interfered case

* 10x with maximal interference

" Benchmark slowdown

Performance [flop/s]

Injected BW | 2mm 3mm axpy bicg conv2d gemm —— OMB/s
OMB/s | 1.00 1.00 1.00 1.00 1.00 1.00  10° — 3200MB/s
320MB/s | 1.00 1.00 0.98 1.00 1.00 1.01 — 5984MB/s
3200MB/s | 099  1.00 1.02 1.00 0.98 1.05 — B8000MB/s
5984MB/s | 1.00 1.00 127 1.01 ~0.00 1.04 5 r ; " ”
8000MB/s | 1.00 1.00 [19.00)  1.30 791)  1.00 W W 1 W 0

Intensity [flop/B]
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Quantitative Impact

0.1 flop/B 5 flop/B

= Jitter:
* Maximal deviation from median

108

* 1.2x In non-interfered case

* 10x with maximal interference

" Benchmark slowdown

Performance [flop/s]

Injected BW | 2mm 3mm axpy bicg conv2d gemm

OMB/s | 1.00 1.00 1.00 1.00 1.00 1.00 10 — 3200MB/s
320MB/s | 1.00 1.00 098 1.00 1.00 1.01 —— 5984MB/s
3200MB/s | 0.99  1.00 1.02 1.00 0.98 1.05 . —— 8000MB/s
5984MB/s | 1.00 1.00 127 1.01 099  1.04 , y ) 1 ,
8000MB/s | 1.00 1.00 [19.00 1.30 7.91 1.00 10 1D 10 10 10
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BACKGROUND
& MOTIVATION

Reprogrammable heterogeneous SoCs with high compute power are attractive for
embedded applications, but all face a similar problem

NEW INSIGHTS

* Analyze memory interference
* State-of-the-Art Xilinx UltraScale+

it pioial

Performanee [flop!s]

" Up to 26x performance loss
* 19x with real-world benchmark

Oiperationsl ensity [fopH]

" Model to characterize accelerator interference on CPU
* Based on the roofline model[1]
* Measurement-based extension with interference and worst case
* Track ridge point

DESCRIPTION

" Xilinx ZCU102
* FPGA Traffic generators (TG)
* Enabled/disabled individually
* TG1 and TG2: Shared port
* Up to 8GB/s traffic to DRAM
" Cortex-A53 CPU
* 32KiB data and instruction L1
* 2MiB L2 cache

Logic

[upionyPort FFD DMA
Compen | | LTS
Ed

(@ = @@

. ; 0 TG T Tii TG
It BW | Hiy' HGE Hos M Hoh

MB#s L0 L0 100 (E11) Lo

. R s IOMBA | L7 112 LU L2 L2

* Benchmarks with varying intensities Sa00MES | 186 128 138 120 rdi
e 5984 MB/s 25 am 208 i) ]

= Memory-bound synthetic benchmark MOBME | 437 651 1144 62

® Synthetic benchmark: stride
* Find configuration of worst
performance

Cache misses every k-th memory
access

Algorithm 13 st ride with intensity contral.
Data: vectars 2% of length n, and a scalar ©

Intensity control to measure
rooflines under growing
interference
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= Jitter:

* Maximal deviation from median
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* 1.2x in non-interfered case

* 10x with maximal interference £
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Benchmark slowdown :
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SUMMARY AND
CONCLUSION

Up to 19x performance loss of real-world benchmarks

Novel degradation characterization methodology and results

1) Find worst interference configuration using st ride with minimal intensity
* 26x Performance degradation

2) Measure rooflines with increasing interference using stride
* Jitter growth from 1.2 to 10x
3) Track ridge point behaviour
* Increase from 0.1 to 5 flop/B
Determine counter-measures such as PREM[3],[4] or MemGuard[5]

Measurement based, as opposed to model-based[2]
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Summary and Conclusion

" Up to 19x performance loss of real-world benchmarks

" Novel degradation characterization methodology and results

1) Find worst interference configuration using st ride with minimal intensity
* 26x Performance degradation

2) Measure rooflines with increasing interference using stride
* Jitter growth from 1.2 to 10x

3) Track ridge point behaviour
* Increase from 0.1 to 5 flop/B

" Determine counter-measures such as PREM]|3],[4] or MemGuard|5]
" Measurement based, as opposed to model-based|2]
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BACKGROUND
& MOTIVATION

Reprogrammable heterogeneous SoCs with high compute power are attractive for
embedded applications, but all face a similar problem

NEW INSIGHTS

* Analyze memory interference
* State-of-the-Art Xilinx UltraScale+

it pioial

Performanee [flop!s]

" Up to 26x performance loss
* 19x with real-world benchmark

Oiperationsl ensity [fopH]

" Model to characterize accelerator interference on CPU
* Based on the roofline model[1]
* Measurement-based extension with interference and worst case
* Track ridge point

DESCRIPTION

" Xilinx ZCU102
* FPGA Traffic generators (TG)
* Enabled/disabled individually
* TG1 and TG2: Shared port
* Up to 8GB/s traffic to DRAM
" Cortex-A53 CPU
* 32KiB data and instruction L1
* 2MiB L2 cache
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® Synthetic benchmark: stride
* Find configuration of worst
performance

Cache misses every k-th memory
access

Algorithm 13 st ride with intensity contral.
Data: vectars 2% of length n, and a scalar ©

Intensity control to measure
rooflines under growing
interference
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SUMMARY AND
CONCLUSION

Up to 19x performance loss of real-world benchmarks

Novel degradation characterization methodology and results

1) Find worst interference configuration using st ride with minimal intensity
* 26x Performance degradation

2) Measure rooflines with increasing interference using stride
* Jitter growth from 1.2 to 10x
3) Track ridge point behaviour
* Increase from 0.1 to 5 flop/B
Determine counter-measures such as PREM[3],[4] or MemGuard[5]

Measurement based, as opposed to model-based[2]
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