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 Synthetic benchmark: stride
● Find configuration of worst 

performance
● Cache misses every k-th memory 

access
● Intensity control to measure 

rooflines under growing 
interference

Description II
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Summary and Conclusion

51

 Up to 19x performance loss of real-world benchmarks  
 Novel degradation characterization methodology and results

1) Find worst interference configuration using stride with minimal intensity 
•  26x Performance degradation

2) Measure rooflines with increasing interference using stride 
• Jitter growth from 1.2 to 10x

3) Track ridge point behaviour
• Increase from 0.1 to 5 flop/B

 Determine counter-measures such as PREM[3],[4] or MemGuard[5]
 Measurement based, as opposed to model-based[2]
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